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STEGANOGRAPHY

Steganography
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Steganography is the art of hiding information in ways that prevent the detection
of hidden messages.

It includes a vast array of secret communications methods that conceal the message's
very existence.

In digital steganography, electronic communications may include steganographic coding
inside of a transport layer, such as a document file, image file, program or protocol.

Media files are ideal for steganographic transmission because of their large size.

For example, a sender might start with an innocuous image file and adjust the color of
every hundredth pixel to correspond to a letter in the alphabet. The €hange is so subtle
that someone who-is-not specifically looking for it is unlikely tonotice the change.
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3. CHAFFING AND WINNOWING

Chaffing & Winnowing

* Separate good messages from the bad ones

+ Stream of unencoded messages with signatures
- Some signatures are bogus
- Need key to test
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4. NULL CIPHER

.Hide message among irrelevant data

. Confuse the crypto analyst

Big rumble in New Guinea.
The war on

celebrity acts should end soon.
Over four

big ecstatic elephants replicated.

Bring two cases of beer.

5. NETWORK STEGANOGRAPHY

Contrary to typical steganographic methods that use digital media (images, audio and
video files) to hide data, network steganography uses communication protocols' control
elements and their intrinsic functionality. As a result, such methods can be harder to
detect and eliminate.

6. CYBER PHYSICAL SYSTEMS

Specific techniques hide data in CPS components. For instance, data can be stored in
unused registers of 1oT/CPS components and in the states of loT /CPS actuators

7. PRINTED

Some types of modern color laser printers integrate the model, serial number and
timestamps on each printout for traceability reasons using a dot-matrix code made of
small, yellow dots not recognizable to the naked eye
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Keras is one of the most popular Deep Learning libraries out there at the moment and made a big contribution to the
commoditization of artificial intelligence. It is simple to use and it enables you to build powerful Neural Networksin |
just a few lines of code. In this post, you will discover how you can build a Neural Network with Keras that predicts
the sentiment of user reviews by categorizing them into two categories: positive or negative. This is called Sentiment |
Analysis and we will do it with the famous imdb review dataset. The model we will build can also be applied to other ‘ .
Machine Learning problems with just a few changes. /

Note that we will not go into the details of Keras or Deep Learning. This post is intended to provide you with a
blueprint of a Keras Neural Network and to make you familiar with its implementation.

Table of Contents:
e What is Keras?
e What is Sentiment Analysis?
e The imdb Dataset
e Import Dependencies and get the Data g
® Exploring the Data
e Data Preparation

e Building and Training the Model
What is Keras?

Keras is an open source python library that enables you to easily build Neural Networks. The library is capable of
running on top of TensorFlow, Microsoft Cognitive Toolkit, Theano, and MXNet. Tensorflow and Theano are the
most used numerical platforms in Python to build Deep Learning algorithms but they can be quite complex and
difficult to use. In comparison, Keras provides an easy and convenient way to build deep learning models. It’s creator
Francois Chollet developed it to enable people to build Neural Networks as fast and easy as possible. He laid his
focus on extensibility, modularity, minimalism and the support of python. Keras can be used with GPUs and CPUs
and it supports both Python 2 and 3. Google Keras made a big contribution to the commoditization of deep learning
and artificial intelligence since it has commoditized powerful, modern Deep Learning algorithms that previously
were not only inaccessible but also unusable as well.

What is Sentiment Analysis?

With Sentiment Analysis, we want to determine the attitude (e.g the sentiment) of for example a speaker or writer




with respect to a document, interaction, or event. Therefore it is a natural language processing problem where text
needs to be understood, to predict the underlying intent. The sentiment is mostly categorized into positive,
negative and neutral categories. With the use of Sentiment Analysis, we want to predict for example a customers
opinion and attitude about a product based on a review he wrote about it. Because of that, Sentiment Analysis is
widely applied to things like reviews, surveys, documents and much more.

The imdb Dataset

The imdb sentiment classification dataset consists of 50,000 movie reviews from imdb users that are labeled as
either positive (1) or negative (0). The reviews are preprocessed and each one is encoded as a sequence of word
indexes in the form of integers. The words within the reviews are indexed by their overall frequency within the
dataset. For example, the integer “2” encodes the second most frequent word in the data. The 50,000 reviews are
split into 25,000 for training and 25,000 for testing. The dataset was created by researchers of the Stanford
University and published in a paper in 2011, where they achieved 88.89% accuracy. It was also used within the “Bag
of Words Meets Bags of Popcorn” Kaggle competition in 2011.

Import Dependencies and get the Data

We start by importing the required dependencies to preprocess our data and to build our model.
%matplotlib inline

import matplotlib

import matplotlib.pyplot as plt

import numpy as np

from keras.utils import to_categorical

from keras import models

from keras import layers

We continue with downloading the imdb dataset, which is fortunately already built into Keras. Since we don’t want
to have a 50/50 train test split, we will immediately merge the data into data and targets after downloading, so
that we can do an 80/20 split later on.

from keras.datasets import imdb
(training_data, training_targets), (testing_data, testing_targets) = imdb.load_data(num_words=10000)

data = np.concatenate((training_data, testing_data), axis=0)

—




targets = np.concatenate((training_targets, testing_targets), axis=0)
Exploring the Data

Now we can start exploring the dataset:

print("Categories:", np.unique(targets))

print("Number of unique words:", len(np.unique(np.hstack(data))))

Categories: [0 1]

Number of unique words: 9998

length = [len(i) for i in data]
print("Average Review length:", np.mean(length))

print("Standard Deviation:", round(np.std(length)))

Average Review length: 234.75892
Standard Deviation: 173.0

You can see in the output above that the dataset is labeled into two categories, either 0 or 1, which represents the
sentiment of the review. The whole dataset contains 9998 unique words and the average review length is 234
words, with a standard deviation of 173 words.

Now we will look at a single training example:

print("Label:", targets[0])

Label: 1




—

print(data[0])

[1, 14, 22, 16, 43, 530, 973, 1622, 1385, 65, 458, 4468, 66, 3941, 4, 173, 36, 256, 5, 25, 100, 43, 838, 112, 50, 670, 2,
9, 35, 480, 284, 5, 150, 4, 172, 112, 167, 2, 336, 385, 39, 4, 172, 4536, 1111, 17, 546, 38, 13, 447, 4, 192, 50, 16, 6,
4,22,71, 87,12, 16, 43, 530, 38, 76, 15, 13, 1247, 4,22, 17, 515,17, 12,

147, 2025, 19, 14, 22, 4, '_,." ;
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Preparation

Now it is time to prepare our data

v




10,000 numbers. That means we fill every review that is shorter than 10,000 with zeros. We do this because the
biggest review is nearly that long and every input for our neural network needs to have the same size. We also
transform the targets into floats.

def vectorize(sequences, dimension = 10000):

results = np.zeros((len(sequences), dimension))

for i, sequence in enumeratgisequences):

results[i, sequence] =1 | ’

return resul

The traini

We can now build our simple Neural Network. We start by defining the type of model we want to build. There are
two types of models available in Keras: the Sequential model and the Model class used with functional API.

Then we simply add the input-, hidden- and output-layers. Between them, we are using dropout to prevent
overﬂtting Note that you should always use a dropout rate between 20% and 50%. At every layer, we use
which means that the units are fully connected. Within the hidden-layers, we use the relu function, i
' this is always a good start and yields a satisfactory result most of the time. Feel free to experiment with ‘
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Ml other activation functions. And at the outp ! 2 sigmoid function, which maps the values between 0
and 1. Note that we set the input-shape to 10,000 our reviews are 10,000 integers long.
The input-layer takes 10,000 as input and o S |

Lastly, we let Keras print a summary of the mode

4
L |
' || # Input - Layer

model.add(layers.Dense(50, activatiol

# Hidden - Layers

model.add(layers.Dropout(0.3, noise_s

model.add(layers.Dense(50, activatio “'
. |

model.add(layers.Dropout(0. y"'

model.add(layers.Dense(50 '-"

# Output- Layer

model.add(layers.Dense(1, act

model.summary()

dense_1 (Dense) (None, 50)

dropout_1 (Dropout) (None, 50

v,

dense_2 (Dense) (None, 50)
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dropout_2 (Dropout) (None, 50) 0
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dense_3 (Dense) (None, 50) 2550
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Now we need to compile our model, which is nothing but conf g the model fontraining. We use the “adai

optimizer. The optimizer is the algorithm that changes the welghts rld jases d g tr aining. We also ct
binary-crossentropy as loss (because we deal with binary classification) amccuracy as our evaluation me
_ 7
1

. 1
model.compile( -

optimizer = "adam", - s ! 3
loss = "hinary_crossentropy“,' » .

metrics = ["accuracy”]

)







_import numpy as np
from keras.utils import to_categorical
from keras import models
from keras import layers
from keras.datasets import imdb
(training_data, training_targets), (testing_data, testing_targets) = imdb.load_data(num_words=10000)
data = np.concatenate((training_data, testing_data), axis=0)
targets = np.concatenate((training_targets, testing_targets), axis=0)
def vectorize(sequences, dimension = 10000):

results = np.zeros((len(sequences), dimension))

for i, sequence in enumerate(sequences):

results[i, sequence] = 1

return results

- ];'r-"lf"“‘ F g
5 - o
data = vectorize(data) 0 \Qr ‘Jlli
SN
targets = np.array(targets).astype("float32") \;ld

test_x = data[:10000]

test_y = targets[:10000]




16




inars, Conference etc.,

O .Sri Nagesh Improving Teaching JNTUK Kakinada 06  27-05-  01-06- |

skills in the subject 2019 2019
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M.Vamsi Improving Teaching JNTUK Kakinada 06 27-05- 01-06-
krishna skills in the subject 2019 2019
python programming
Big Data Computing NIT, AP 06  29-05-  04-05-
A leelavathi 2019 2019
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2019 2019
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B.Sri Ramya 2019 2019
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" Mr.SrinivasaRajuVuppalapati Director, Alykas Innovations Pvt.Ltd 20.04.2019

 Mr.EedalaRambabu Alumni, Member of Technical 20.04.2019
Staff 2,Micro Focus
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3.3LPA

3.50 LPA




15A81A0528
15A81A0536
15A81A0540
15A81A0547
15A81A0552
15A81A0562
15A81A0563
15A81A0576
15A81A0580
15A81A0581
15A81A0595
15A81A05A2
15A81A05B4

15A81A05B6
15A81A05C0
15A81A05F1
15A81A05G2
15A81A05K0
15A81A05K1
15A81A05K6
15A81A05K8
15A81A0505
15A81A05E6
15A81A0525
15A81A0525
15A81A0580
15A81A05C5
15A81A05E1
15A81A05F8
15A81A0511
15A81A0563
15A81A059%4
15A81A05K7
15A81A0509
15A81A0530

MAIJETY HV A SRI VYSHNAVI
NEELAM PRUDHVINI SAI
RALLAPALLI MOUNICA
TUMMALAPALLI SUPRIYA
VARANASI LAKSHMIMEGHANA
AINAMPUDI LAVANYA DEVI
ALETIJ VENKATA GOPI MANIKANTA
K.AKHILA

KODE SUBHASHINI

KODI JYOTHIRMAI
DURGAPRIYA NOWBATHULA
PENDYALA DURGA SUNEETHA

SUREDDY KRISHNA SAI PHANI
KUMAR

THANMAI SATYA SAI SRILAKSHMI T
VUDDAGIRI INDUMATHI
MADDAMSETTI LAKSHMI MOUNICA
PANCHADI YAMUNA

KARRI CHIRANJEEVI SAI ISWARYA
KATTA VASAVI VIDYA SIREESHA
KORLEPARA L R SAI SWATHI SRI
KURALLA NAGA LAKSHMI SUSMITHA
CHALAMALASETTI JHANDINI
KORLEPARA SAI LAKSHMI PRASANNA
KOTHA NALINI VENKATA LAKSHMI
KOTHA NALINI VENKATA LAKSHMI
KODE SUBHASHINI

ALLU RANI SRINIJA

GULLAPUDI DHATRI SRI VINAYA
NEKKANTI VYSHNAVI
ADDANKIDIVYA

ALETIJ VENKATA GOPI MANIKANTA
NANDURI NAGA VENKATA JAHNAVI
KOTARU SOWJANYA

EDADASULA PARVATHI

MANGENA LAKSHMI SUPRAJA

MAGNAQUEST

ZEN TECHNOLOGIES
INFOSYS

CADDYCODE

3.0 LPA

3.5-5.00 LPA
3.60 LPA

2.40 LPA

3.30 LPA




| | 15A81A0543 TAMMISETTI VUAYALAKSHMI
15A81A05E6 KORLEPARA SAI LAKSHMI PRASANNA

15A81A0523 KOMPELLA NAGASATYA COGNIZANT 3.38 LPA
| PRAVALLIKA RAMYASRI
15A81A0532 MEESALA BALA DURGA

15A81A0543 TAMMISETTI VIJAYALAKSHMI
15A81A0575 MRUDHULA SRI KAMMA
15A81A0579 KIRALA RISHIKA RANI
15A81A0589 MARAGANI SRAVANI DURGA
15A81A05C8 BOMMA JAGRUTHI S V P DURGAMANI

| 15A81A05D4 DAMARAJU N S K SINDHU PRIYA

| 15A81A05H3 TEKIKALYANI

~ 15A81A05J0 CHELLANKIRAMYA SUDHA

| 15A81A05L.4 MOHAMMAD YASMIN

| 15A81A05D4 DAMARAJU N S K SINDHU PRIYA PENNANT 1.80 - 2.40 LPA
15A81A05H1 SHAIK IZAZ AHMAD TECHNOLOGIES
15A81A05J]4 CHUNDURU NAGA PRATYUSHA
15A81A0550 VANNEMREDDY RAMA LAKSHMI VIRTUSA POLARIS 3.30 LPA

15A81A0575 MRUDHULA SRI KAMMA

15A81A05F1 MADDAMSETTI LAKSHMI MOUNICA

15A81A05F2 MAHANTHI VARA LAKSHMI

15A81A0541 SAREDDY SUPRIYA MIRACLE 1.80 LPA
15A81A0564 ANKAM MAHESH KUMAR SOFTWARE

15A81A0579 KIRALA RISHIKARANI L

15A81A0587 MALLABATHULA HEMA MOUNIKA
15A81A0589 MARAGANI SRAVANI DURGA

' 15A81A05B2 SRIRAM VENKATA SUBBA RAO

| 15A81A05B5 TADURI SREERAMANI CHANDRIKA
15A81A05C6 ANNAMREDDY YAGNA PRIYA KUMAR
15A81A05J0 CHELLANKIRAMYA SUDHA

[ 15A81A05K3 KODUGANTI SREE SATYA
KANAKAVALLI

" 15A81A05L.6 MUTYAM VASANTHALAKSHMI

15A81A05N4 TAMMINA SAI DEEPIKA

16A85A0505 KOSURISUVARNA RAJU

15A81A05C2 AKULA ANU TECH MAHINDRA
| 15A81A0532 MEESALA BALA DURGA SYNTEL




1 SAREDDY SUPRIYA

- KAMMA MRUDHULA SRI

| MARAGANI SRAVANI DURGA

| NANDURINAGA VENKATA JAHNAVI
- SATTIDURGA

. SURAMPUDI VINAY

" VALLIPALLI HANUMA NAGA
SUSMITHA

C§ BOMMA JAGRUTHI S V P DURGA MANI

| KUNUKU VENKATA SASI KUMAR

| NADIMPALLI HEMA LAKSHMI
. BHAVANI

0 NOWDU MADHURI BHAVANI
6 ELLURIHARI BABU
| KOTARU SOWJANYA

| SUGGISETTI SOWMYA SRI
| VASA CHAITANYA
| SRIRAM VENKATA SUBBA RAO MPHASIS

" MADA SUPRAGNA
' KURALLA NAGA LAKSHMI SUSMITHA MINDTREE

KONDAPALLI SIVA RAMA KRISHNA KARVY

- A BALA VENKATA KIRAN TEJA

568 CHITYALA SRI ABHIRAM
) DASIJOHN RATNA PAUL

. PANCHAKARLA VIJAY KUMAR
1 ADAPA SARATH KUMAR
' CHEERA GANESH
| SABBELLA VENKATA REDDY
9 YEGIREDDY SAI PHANINDRA KUMAR
| MUNGARA NAVEEN KUMAR JUST DIAL

2 MALLIPUDI LOHITH MANIKANTA

SANTHOSH

5 KOSURISUVARNA RAJU

1.80 LPA

3.30 LPA
1.80 LPA

2.04LPA
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:‘iied char ch'r 283: \ J
rintf(“%d\n”,chr);

umbe
~ until sign
terminates

d. it will be |
printing nui
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#include <stdio.h>

void main() a) Compile time error

{ b) hello
atk =0; c) Nothing
for (k

(k) d) Varies

printf("Hello");
}

#include <stdio.h>

void main()

{

a) Compile time error

intk=0;

b) Hello is printed thrice
for (k < 3; k++)

c) Nothing
printf("Hello");

d) Varies

}

#include <stdio.h>

void main()

{
double k = 0;

a) Run time error
b) Hello is printed thrice

c) Hello is printed twice
for (k = 0.0; k < 3.0; k++)

printf("Hello");
}

d) Hello is printed infinitely
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6. #include <stdio.h>

int main()

{
inta=1,b=1,c;
c=a+++b;

printf("%d, %d", a, b);




You can also send your articles

for future issues to mail id.

cseskud(@gmail.com




